[bookmark: _Hlk2848058][bookmark: _GoBack]Beyond synthetic lethality: charting the landscape of pairwise gene expression states associated with survival clinically relevant genetic interactions in in cancer
Assaf Magen1,2,3, Avinash Das1,4,5, Joo Sang Lee1,2, Mahfuza Sharmin1,6, Alexander Lugo1, J. Silvio Gutkind7, Alejandro A. Schäffer2, Eytan Ruppin1,2,*, Sridhar Hannenhalli1,*

1 Center for Bioinformatics and Computational Biology, University of Maryland, College Park, Maryland, USA
2 Cancer Data Science Laboratory, National Cancer Institute, National Institutes of Health, Bethesda, Maryland, USA
[bookmark: _Hlk532324587]3 Laboratory of Immune Cell Biology, National Cancer Institute, National Institutes of Health, Bethesda, Maryland, USA
4 Department of Biostatistics and Computational Biology, Harvard School of Public Health, Boston, Massachusetts USA
5 Massachusetts General Hospital Cancer Center, Harvard Medical School, Boston Massachusetts USA
6 Department of Genetics, Stanford University, Stanford, California, USA
7 Moores Cancer Center, University of California San Diego, La Jolla, California, USA

*Corresponding authors: eytan.ruppin@nih.gov, sridhar@umiacs.umd.edu
Eytan Ruppin
Cancer Data Science Laboratory; National Cancer Institute/ National Institutes of Health
10 Convent Drive, 1E-5140
Bethesda, MD 20892

Sridhar Hannenhalli
3104G Biomolecular Sciences Building
University of Maryland, College Park, MD 20742


Abstract
The phenotypic effect of perturbing a gene’s activity depends on the activity level of other genes, reflecting the notion that phenotypes are emergent properties of a network of functionally interacting genes. In the context of cancer, contemporary investigations have primarily focused on just one type of functional relationship between the expression levels of two genesgenetic interaction (GI) – synthetic lethality (SL). However, there may be additional types of GIs whoseWe define the more general concept of “Survival-associated PAirwise Gene Expression states” (SPAGE) in which the joint expression levels of the two genes are associated with survival, but not necessarily low as is the case for SLs. We suggest that   systematic identification of gene pairs that have a SPAGE relationship would enrich the molecular and functional characterization of cancer. Here, we describe a novel data-driven approach called SPAGE-finderEnGIne, that applied to TCGA data identifies 71,946 GIsSPAGEs spanning 12 distinct types, only a small minority of which are SLs. The detected GIsSPAGEs explain cancer driver genes’ tissue-specificity and differences in patients’ response to drugs, anddrugs and stratify breast cancer tumors into refined subtypes. These results expand the scope of cancer GIsSPAGEs and lay a conceptual and computational basis for future studies of additional types of GIsSPAGEs and their translational applications. The SPAGEGI network is accessible online via a web portal [https://amagen.shinyapps.io/cancerapp/].

Introduction
Cellular functions are mediated by functionally interacting networks of genes. Functional relationships between pairs of genes (x,y) in which genetic interactions (GIs), whereby the phenotypic effects of  a gene x’s ’s activity are modified by the activity of another gene y, are thus a key to understanding complex diseases, including cancer, which involves an interplay among a myriad of genes (Ashworth et al., 2011; Jerby-Arnon et al., 2014; Kelley and Ideker, 2005; Lu et al., 2013; Wong et al., 2004; Zhong and Sternberg, 2006). Here, we formalize this idea in a general concept that we name “Survival-associated PAirwise Gene Expression states” with the acronym SPAGE. In the cancer genomics literature, some types of what we call SPAGEs have been referred to as “genetic interactions (GIs) (Boucher and Jenna, 2013; Lee et al., 2010; Wong et al., 2004) or epistasis (Matlak and Szczurek, 2017), but the terms “genetic interaction”  and epistasis have a different meaning in the genetics literature, so we mostly avoid the term GI. GIsSPAGEs are of particular interest in cancer because the dependence of one gene’s phenotypic effect on the activity of another gene provides opportunities for selective killing of cancer cells (Kaelin, 2005) and the interaction partners of drug target genes can buffer their effects leading to resistance (Fong et al., 2015; Miyamoto et al., 2015). 
[bookmark: _Hlk2883572]In cancer genomics, three types of GIsSPAGEs have been studied so far showing major roles in disease progression and patient survival and suggesting novel therapeutic avenues. The vast majority of functional gene pairGI studies in cancer to date have focused on synthetic lethal (SL) gene pairs, describing the relationship between two genes whose individual inactivation results in a viable phenotype while their combined inactivation is lethal to the cell (Ashworth et al., 2011; Miyamoto et al., 2015; Sajesh et al., 2013; Stuhlmiller et al., 2015). They provide selective treatment opportunities by drugs that inhibit an SL partner of a gene that is specifically inactivated or lost in a given tumor, thus selectively killing the tumor cells (Ashworth et al., 2011; Jerby-Arnon et al., 2014; Kroll et al., 1996). Another related class of GIsSPAGEs are Synthetic Dosage Lethal (SDL) interactions, where the underactivity of one gene together with the over-activity of another gene is lethal but not either event alone (Megchelenbrink et al., 2015; Stuhlmiller et al., 2015; Szappanos et al., 2011). SDLs are promising for oncogenes, many of which are difficult to target directly, by targeting their SDL partners (Chang et al., 2013; Luo et al., 2009a; Rathert et al., 2015). A third class of GIsSPAGEs are Synthetic Rescues (SRs), where a change in the activity of one gene is lethal to the cell but an alteration in its SR partner ‘rescues’ cell viability. SRs may play a key role in tumor relapse and emergence of resistance to therapy (Brough et al., 2011; Hartwell et al., 1997; McLornan et al., 2014). Indeed, previous investigations have shown that the overall numbers of functionally active SLs and SDLs in a given tumor sample are highly predictive of patient survival (Megchelenbrink et al., 2015). These three interaction types however represent just the ‘tip of the functionally-related gene pairGI iceberg’, as there are many additional types of gene pair relationshipsGI that can be defined at a conceptual level, and whose systematic exploration may have important functional ramifications for cancer therapy. 	Comment by Magen, Assaf (NIH/NCI) [F]: Good place to add a short statement about SurvLRT or Comet [PMID: 26253137] which identify interactions based on mutation information, suggesting the need for using mRNA data to obtain a more comprehensive picture of the diversity of interactions in terms of (1) having continuous measurement rather than binary mutation (WT/Mutated) and (2) utilizing richer data while mutation information is limited.	Comment by Schaffer, Alejandro (NIH/NLM/NCBI) [E]: Excellent suggestion. Done, except for putting in the references and citations)
In previous work from our lab, the strategy of using expression levels of two genes and survival tests were useful steps in larger computational pipelines to predict SL and synthetic rescue (SR) gene pairs (Lee et al., 2018; Sahu et al., 2018). Instead of defining gene relationship types by gene expression levels, one could instead use mutation data and define gene pair relationship types by the genotypes recording the number of mutant alleles at each locus; the gene pair relationships were defined by genotype in e.g., CoMEt (Leiserson et al., 2015) and SurvLRT (Matlak and Szczurek, 2017). The tests in CoMEt are combinatorial and based on mutual exclusivity of mutated genes, while the statistical tests in SurvLRT are based on survival data and more like the tests in our new pipeline.
Here we present a novel data-driven computational pipeline, called “SPAGE-finderEnGIne.” (Encyclopedia of clinically significant GIs in cancer). We applied SPAGE-finderEnGine to analyze 5,157,288 TCGA samples (Methods) of 18 different cancer types, identifying clinically significant GIsSPAGEs of 12 distinct types that are significantly associated with clinical outcome. Using drug response data from TCGA and molecular drug target information, we show that the detected GIsSPAGEs are associated with response to therapy by specific drugs. Their activation patterns can account for the tissue-specificity of known driver genes and stratify breast cancer into clinically relevant subtypes. In sum, SPAGE-finderEnGIne substantively expands the current knowledge of functionally related gene pairsgenetic interactions in cancer, laying a strong conceptual and computational foundation for future studies of additional GI types of SPAGEs and additional types of gene-gene relationships based on other statistical and clinical analyses.	Comment by Schaffer, Alejandro (NIH/NCI) [E]: Changed to 5,157 based on Assaf’s e-mail of March 6

Results
Overview of the SPAGE-finderEncyclopedia of Genetic Interactions (EnGIne) Pipeline 
The overall SPAGE-finder EnGine pipeline is summarized in Fig. 1 and the technical details are provided in the Methods section. Given a large set of tumor transcriptomes (Fig. 1A), we  first partition the expression level of each gene into low, medium and high, ffollowed on ollowing our previous previous approach to data-driven approaches to identify SLs and other combinations of molecular patterns (Lee et al., 2018) and used a quantile-based partition approach to bin gene expression into discrete states relative to all tumor samples rather than relative to normal (‘healthy’) samples. Extending on these previous methods, we divided the quantiles into three states (low, medium and high), in contrast to solely low and high states, allowing to explore dosage-sensitive relationships between genes. Notably, we accounted for differences between variations in expression patterns across clinical and demographic cohorts by performing the binning via a stratified approach (Methodsidentify SL interactions (Lee et al., 2018)).. 
 Thus, for a pair of genes, there are 9 = 3 × 3 combinations, or bins, of possible co-activity states for the two genes (Fig. 1B)..  For a given ordered pair of genes, each tumor sample maps to exactly one of the 9 bins. Our goal is to identify SPAGEGI pairs of the form  such that for the specific gene pair (x, y), the tumors in which the joint activity of (x, y) maps to bin b have a significant fitness advantage (+) or disadvantage (-) with effect size , relative to all other tumors whose activity of (x, y) maps to a different bin. The effect size is estimated by measuring the difference in the survival curves between those patients where the activity of (x, y) is in bin  in their tumors and those where it is not, as depicted in Fig. 1C; note that for most gene pairs, there may not be any bin  a significant fitness differential. A significant SPAGE GI pair is termed functionally active in a particular tumor if the co-activity states of (x, y) in that tumor fall in bin b.  We hypothesized that the patients whose tumor has a larger number of functionally active interactions with negative tumor fitness effects will have better prognosis and conversely, the patients whose tumor has a larger number of functionally active interactions with positive tumor fitness effects will have poorer prognosis.
We analyzed 5,157,288 TCGA samples for 18 cancer types (see Methods). First, as an initial screening, we performed a Log-Rank survival test (depicted in Fig. 1C) for each gene pair in each of the 9 bins. To make this computationally feasible and to limit the burden of multiple testing correction in the subsequent steps, we used an extremely stringent cutoff for the log rank test leading to the retention of about 1/1,000 gene pairs surveyed (Methods), resulting in 223,946 gene pairs that exhibit a significant association with survival in one of the 9 bins. Second, if a potential SPAGEGI in bin b has a differential effect on tumor fitness, we expect the number of tumors that map to bin b to be relatively enriched (for a ‘+’ relationshipinteraction positively affecting tumor survival), or depleted (for a ‘-‘ relationshipinteraction negatively affecting tumor survival). Thus, we applied an additional filter (Fig. 1D) to retain the SPAGEGIs exhibiting a consistent patient survival and tumor fitness enrichment or depletion statistic (Methods), yielding 179,444 gene pairs. Third, for each retained gene pair, in each of the 9 bins, we implemented a Cox proportional hazards model, specifically controlling for age, cancer-type, sexgender, and race, to assess whether a tumor being in a particular bin is associated with patient survival, either positively or negatively (Fig. 1E) (Methods). Finally, we applied an empirical False Discovery Rate (FDR) correction based on the significance of the Cox interaction term of the 179,444 gene pairs relative to those obtained for randomly shuffled gene pairing as the null control. At a False Discovery Rate (FDR) < 1%, this resulted in 71,946 predicted SPAGEGIs across the 9 bins, of the form , which form the final set of TCGA inferred SPAGEGIs (Fig. 1E). Considering the symmetry among bins (bin 2 ~ bin 4 corresponding to low-medium expression interaction; bin 3 ~ bin 7 corresponding to low-high expression interaction; bin 6 ~ bin 8 corresponding to medium-high expression interaction), there are 6 unique types of interaction bins, and considering the two directions of the effect size yields a total of 12 basic types of SPAGEGIs.  We ascertained the robustness of the pipeline to changes in the quantile boundaries for the 3×3 bins and to changes in the log-rank and FDR thresholds (Supplementary note 1). By perturbing the binning thresholds and inducing significant change of the bin size and composition, we were able to demonstrate that 57%-96% of the gene pairs are recapitulated across all log-rank threshold perturbations (Supplementary Note 1). 	Comment by Schaffer, Alejandro (NIH/NCI) [E]: Changed based on Assaf’s e-mail of March 6	Comment by Magen, Assaf (NIH/NCI) [F]: Should we add info about the 45%-56% of the SPAGE detected after the Cox FDR step? The editor wrote to us ‘I would emphasize this since it is data-focused, and perhaps expand the analysis if appropriate.  References to other work that uses similar strategies could be de-emphasized relative to the data analysis’. Should we give this analysis even a more focus here by moving all or most of the supplementary note to here?
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Figure 1. Overview of the SPAGE-finderEnGIne pipeline. Given a large set of tumor transcriptomes (A), we first partition the expression level of each gene into low, medium, and high activity state, resulting in 9 joint activity state bins for any two genes (B). Each combination of a gene pair and bin b induces a bipartition of the set of tumor samples based on whether the co-activity levels of the gene pair in a specific tumor is in bin b. The first step of SPAGE-finderEnGIne screens for the gene pairs that show distinct survival trends in the two sets of tumors in any of the bins, based on log-rank test (C). Next, for a gene pair and a bin identified in (C), we test whether the putative gene interaction in bin b has a differential effect on tumor fitness, by testing for depletion/enrichment of samples in the bin b relative to expectation based on individual genes (D). Finally, for each retained gene pair, in each of the 9 bins separately, we fit a Cox proportional hazards model to assess whether being in a particular bin is associated with a distinct (positive or negative) pattern of patient survival, followed by correction for multiple hypotheses testing (E). The output of SPAGE-finderEnGIne is (a) a list of SPAGEGIs of each of the 12 types studied, and (b) SPAGEGI profile in each of the individual tumor samples, defined as activity state of each SPAGEGI in the tumor sample (F).	Comment by Magen, Assaf (NIH/NCI) [F]: Revised figure with new illustrations and updated SPAGE annotations.


The landscape of different SPAGEGI types
SPAGE-finderEnGIne identified 71,946  clinically significant SPAGEGIs of 12 different types that are significantly associated with clinical outcome, ~0.02% of all the possible candidate gene pairs and SPAGEGI types tested (Supplementary Table S1). Considering the expectation that neighboring genes in the protein interaction network (PIN) are more likely to be involved in a SPAGEGI (Schaefer et al., 2012), to obtain a smaller but more biologically grounded PIN-supported SPAGEGI network, we retained only the gene pairs that are separated by two or fewer edges in the human protein interaction network (PIN). This PIN-supported SPAGEGI network was composed of 1704 SPAGEGIs involving 1786 genes (Supplementary Table S1S2) that included 133 known cancer genes (Cosmic dataset) (Futreal et al., 2004) associated with various cancer types (enrichment P-value < 2.5E-22) and 50 breast cancer specific (Intogen dataset) (Gonzalez-Perez et al., 2013) driver genes (enrichment P-value < 7.7E-13).
The distribution of the detected 1704 PIN-supported SPAGEGIs across the 12 SPAGEGI types reveals that previously characterized interactions may represent only a small fraction of the overall interaction landscape (Fig. 2A).  SL interactions are surprisingly one of the least abundant types of identified SPAGEGIs, and so are SDLs (1% of all SPAGEGIs). Remarkably, the positive “anti-symmetric” type of SLs, in which the joint low activity of the two interacting genes is associated with a higher tumor fitness, is 3 times more abundant than SLs. The interaction between the Cosmic Cancer Census genes GNAQ and JAK2 is one example of such a positive interaction in bin 1 (Supplementary Fig. S1). GNAQ, encoding Gq, and JAK2 are both downstream targets in a signaling pathway with several functions pertinent to cancer, including endothelial cell maintenance and vascular remodeling (Kawai et al., 2017). Interestingly, the two most abundant types of pan-cancer SPAGEGIs correspond to bin 2 and bin 6) where one of the genes has medium level of activity and only the extreme activity of its partner gene reveals a phenotypic effect. For most SPAGEGI bins, we see a higher proportion of SPAGEGIs exerting a positive effect on tumor fitness, consistent with the hypothesis that the SPAGEGIs uncovered during the evolution of cancer are under positive selection. 
One might hypothesize that the distribution of PIN-supported SPAGEs is skewed either the by the PIN curation process or by biological network structures (Kelley and Ideker 2005). However it turns out The that theabove proportionsdistribution in Figure 2Atrends are are quite similar to those for the full 71,946 SPAGEGI network (Supplementary Fig. S2A), with the most substantial difference being in the bin that has one gene high and the other gene medium, comprising 37% of all interactions (22% positive, 15%.negative, Fig. S2A) but 32% of the PIN-supported SPAGEs (17% positive, 15% negative, Fig. 2A) Additionally, we ascertained that the inferred SPAGEGIs are not dominated by correlated gene expression patterns (Supplementary note 2).
[bookmark: _Hlk2802000]Cancer genes that encode transcription factors, such as MYC and KLF4, have proven difficult to target directly (Lambert et al., 2018; Li et al., 2018). One important application of SPAGE-finderEnGIne is to identify candidate interaction partners of the difficult-to-target cancer genes for indirect interventions.  To assess this capability, we identified the SPAGEGI partners of several cancer genes using target-specific FDR (Methods). Fig. 2B shows survival patterns for different activity state combinations of breast tumor suppressor ERCC2, a transcription-coupled DNA excision repair gene (Benhamou and Sarasin, 2002; Bernard-Gallon et al., 2008), and a breast cancer oncogene KLF4, a zinc finger transcription factor (Akaogi et al., 2009). It reveals two interesting trends: As expected, the over-activation of the oncogene and under-activation of the tumor suppressor (bin 3) results in poorer patient survival than expected from the individual gene effects (bins, 1, 2, 6, and 9). However, surprisingly, the survival curve reveals a reversal of the effect of the tumor suppressor ERCC2 inactivity on survival when the oncogene KLF4 has medium activity (bin 2), whose individual activity is associated with better survival; the (ERCC2, KLF4) interaction exemplifies the relevance of medium expression bins in this study. This and several other examples of SPAGEGIs involving a cancer driver gene (Supplementary File 1) demonstrate that the context-specific effects of driver genes may show very different trends than their previously established effects as individual genes. Supplementary Fig. S3 shows the pairs within the extended SPAGEGI-network (71,946 SPAGEGIs prior to PIN filtering) that involve at least one ofing the Cosmic orand Intogen driver genes. In addition, and consistent with MYC’s role as an oncogene, the SPAGEGIs occurring when MYC has low activity mostly have negative effect on tumor fitness. However, when MYC is activated, the effect on tumor fitness may be significantly associated with the activity level of another gene. For example, we find that the low expression of PUF60, one of the known regulators of MYC (Matsushita et al., 2014; Rahmutulla et al., 2013), is associated with higher tumor fitness (type +3 SPAGEinteraction, HR = 1.37, P-value < 5.0E-04) (Fig. 2D, bin 3). In contrast, we find that high expression of MYC does not significantly contribute to poorer prognosis when PUF60 is expressed at medium or high levels (P-value = 0.9, Fig. 2D, bin 6 and 9). Thus, this example result underscores the importance of molecular context in designing trials to test possible developing anti-MYC treatments; expression levels of other genes such as PUF60, can determine whether patient with overexpressed MYC will respond to downregulation of MYC.
Exemplifying the putative role of medium bins in dosage-sensitive gene functions, such as targets of morphogens (K. W. Rogers and A. F. Schier Annu Rev Cell Dev Biol 2011, 27:377-407 (PMID: 21801015)) or stoichiometric relationships among the genes in a regulatory complex (J. A. Birchler et al. Dev Biol 2001, 234:275-288 (PMID: 11396999) and R. A. Veitia and M. C. Potier Trends Biochem Sci 2015, 40:309-317 (PMID: 25937627)), we identified putative evidence for dosage-sensitive effects of multiple genes involved in SPAGEs. We curated 15 putative dosage-sensitive genes with literature evidence for both haploinsufficiency and triplosensitivity, suggesting that either deletion or addition of a copy would have a phenotypic effect. 10 of these 15 genes are involved in SPAGEs with medium expression level (Supplementary Table S3). One of these genes, EFNB1 (coding Ephrin B1) is associated with increased migration and invasion capacity in cancer by interacting with RhoGDI1 and CNK1 (H. J. Cho et al., Oncogene 2018, 37:861-872 (PMID: 29059157) and H. J. Cho et al. J Biol Chem 289:18556-18568 (PMID: 24825906)). Consistent with the expectation for dosage-specific effects and association of EFNB1high expression with increased survival risk, we find 5 negative interactions involving the EFNB1medium expression and 17 positive interactions involving EFNB1high expression. This evidence supports the idea that deviations in EFNB1 expression levels are linked to distinct phenotypic effects.
We validated SPAGE-finderEnGIne by comparing its SL predictions to previously reported SLs identified via large in vitro screens (Bommi-Reddy et al., 2008; Lord et al., 2010; Luo et al., 2009b; Martin et al., 2009; Steckel et al., 2012; Turner et al., 2008). Each of the three filtering steps of SPAGE-finderEnGIne (Fig. 1C-E), could discriminate the experimentally determined SLs from the non-SLs, with ROC-AUCs of 0.63 (P-value < 0.0005), 0.62 (P-value < 0.001), and 0.59 (P-value < 0.012), respectively. These results are significant, albeit of modest accuracy (reflecting the widely known discrepancy between in-vitro and in-vivo data (Williams et al., 2000)), support the contribution of each of the individual steps in SPAGE-finderEnGIne. In addition, we find the PIN-supported SPAGEGIs to be predictive of patient survival both in cross-validation setting in TCGA (Chang et al., 2013) as well as in an independent breast cancer METABRIC dataset (Curtis et al., 2012) (Fig. S4A, Supplementary note 5). The prediction accuracy,The prediction accuracy quantified via the concordance index (CI) show that SPAGEGI- based prediction compares favorably with the gene-wise approach (Supplementary results). A bigger improvement is observed in the independent METABRIC dataset (concordance  0.64), testifying that the SPAGE-relatedGI-based approach is generalizable, while the individual gene-based approach fails to generalize (concordance  0.51). In these analyses, the goal is to use the SPAGEs to predict survival, which separate from molecular subtyping of breast cancer that we also evaluate later. Supplementary Fig. S4B depicts the survival prediction accuracy of each SPAGEGI type. Interactions involving both genes in their wild type mid-activity levels (i.e. bin 5) have negligible predictive power on survival, testifying that more extreme levels of expression of at least one of the two genes tend to be involved in functional SPAGEGIs affecting survival. 

[image: ]
Figure 2 – Broad distribution and characteristics of the detected SPAGEGIs and context-specific effect of cancer driver genes on survival. (A) Distribution of the 1704 significant PIN-supported SPAGEGIs across 9 joint activity bins. The fractions of SPAGEGIs in each bin are shown for SPAGEGIs with positive (blue) and negative (red) effect on tumor fitness. Only the data in the lower triangle of the matrix are shown as the SPAGEGIs are symmetric relative to the genes in a pair. (B) The Kaplan-Meier (KM) survival curve of SPAGE GI involving ERCC2, a transcription-coupled DNA excision repair gene, known to be a breast cancer tumor suppressor, and KLF4, a zinc finger transcription factor known to be oncogenic in breast cancer, reveals increasingly poor survival by over-activation of the oncogene and under-activation of the tumor suppressor (bin 3). Strikingly, the effect of ERCC2 inactivity on survival is reversed when KLF4 has medium activity level (bin 2). (C) The predicted SPAGEGIs involving the oncogene MYC. (D) KM survival curve of SPAGEGI involving MYC and its regulator PUF60. High expression of MYC is associated with poor prognosis specifically at low activation of PUF60.	Comment by Magen, Assaf (NIH/NCI) [F]: Updated figure.

Differential activity of drug target SPAGEGIs between responders and non-responders 
 
Aiming to test the ability of SPAGEs reported by SPAGE-finderEnGIne inferred GIs to predict drug response, we applied SPAGE-finderEnGIne to identify SPAGEGIs based only on TCGA samples that do not have drug response information, and tested the predicted SPAGEGIs’ ability to discriminate responders from non-responders in the ‘unseen’ TCGA samples where the drug response information is available (Methods). Notably, because the considered drugs are inhibitory, it suffices to focus on SPAGEGI bins 1, 2, and 3, where one of the genes (the drug’s target) has low activity. For a given drug and cancer type having data on responders and non-responders, we analyzed the SPAGEGIs involving each of the drug targets (identified via target-specific FDR; Methods). We then tested whether the frequencies of SPAGEGI activation in responders and the non-responders are significantly different using a Fisher exact test (Fisher, 1922) (Methods). For positive SPAGEGIs, we expect a lower SPAGEGI activation frequency among responders and the opposite for negative SPAGEGIs (e.g., as in the case of SL-type SPAGEGIs). However, owing to very small and unbalanced numbers of responders and non-responders (5 to 35 samples per response group per drug), the Fisher test is underpowered, and we therefore, compared the Fisher test p-values of the SPAGEGIs (equivalently, ratio of SPAGEGI frequency in responders and non-responders), segregated over all SPAGEGIs of a specific type, with those obtained using randomly shuffled drug-response labels, using paired Wilcoxon tests (Wilcoxon, 1945) (Methods), performed separately for each drug-cancer type pair. 
We considered the 12 drug-cancer type pairs that have RECIST (Response Evaluation Criteria In Solid Tumors) (Eisenhauer et al., 2009) drug response following treatment for at least 10 patients (at least 5 responders and 5 non-responders) in TCGA. Each of the 6 basic SPAGEGI types was tested for the 12 drug-cancer type pair. Overall, in 18 of the 72 tests (5 fold5-fold enrichment for P  0.05) of drug-cancer type combinations, SPAGEGIs of a particular type exhibit statistically significant differential activation frequencies between responders and non-responders consistent with the expected effects of the SPAGEGIs (Fig. 3A). Reassuringly, several of those significant drug-target SPAGEGI’s are in bin 1, which contains the SLs, consistent with previous reports showing the role of SLs in mediating drug response (Jerby-Arnon et al., 2014). Among the drugs, Gemcitabine, Lomustine, and Paclitaxel exhibit differential SPAGEGI activation for most SPAGEGI types (aggregate P-values ranging from 4E-16 to 2E-11).  We also explored the most differentially activated individual SPAGEGIs. We iImposed an empirical FDR threshold of 0.01 on the Fisher test P-value and that yielded 521 SPAGEGIs for the 12 drug-cancer type combinations (Methods, Supplementary Table S2S4). Individual genes comprising the 521 SPAGEGIs are closer to each other in the PPI network relatively to shuffled pairs (Wilcoxon P < 0.001, Methods) and have a significantly increased number of direct PPI interactions between them (Fisher P < 0.02, Methods). 
	As an illustrative test case, we explored the SPAGEGIs associated with the response to Paclitaxel, in TCGA Head and Neck Squamous Cell Carcinoma (HNSC) cohort. Paclitaxel inhibits the proteins encoded by BCL2,  TUBB1, and MAP based on DrugBank (Law et al., 2014). We identified a SPAGEGI involving the inactivation of BCL2 (known to suppress apoptosis, indirectly inhibited through phosphorylation (Ruvolo et al., 2001)) and the over-activation of ITPR1 (Inositol 1,4,5-trisphosphate receptor type 1, also known as IP3 receptor type 1), negatively affecting tumor fitness (SPAGEGI type -3). Interestingly, our analysis shows that this SPAGEGI is functionally active among the responders at a significantly higher ratio than among non-responders (odds-ratio  11.1). Upon treatment with Paclitaxel, activity level of BCL2 is expected to decrease, regardless of its pre-treatment level. Therefore, we reasoned that variations in drug response depend only on the level of genes interacting with BCL2 (ITPR1 in this case). Therefore, post-treatment, the interaction discussed here is active in ITPR1high and inactive in ITPR1low or ITPR1medium tumors. Thus, the comparison of responders versus non-responders is divided based on ITPR1 expression levels alone. In general, the analysis of gene pairs and drug response is asymmetric because one gene (x, BCL2 in the example) is the target of a drug, while the other gene (y, ITPR1 in the example) is found via a target-specific search for gene partners of x.
The protein-protein interaction between  ITPR1 and BCL2 is well characterized (Chen et al., 2004; Oakes et al., 2005; Rong et al., 2009); one of these studies suggests that BCL2 also interacts with the two other human paralogs ITPR2 and ITPR3, but these interactions are not  represented in the PIN used in this study and were therefore not detected. BCL2 exerts its oncogenic effect by inhibiting ITPR3-mediated channel opening and Ca2+ release from the endoplasmic reticulum, and thus preventing cancer cell apoptosis. Our analysis strongly suggests that BCL2 inhibition by Paclitaxel is especially effective when the ITPR1 expression is abundant, enabling effective Ca2+ release. Additional Paclitaxel targets TUBB1 and MAP2 are also linked with ITPR1/BCL2 through SPAGEGIs with literature evidence for experimentally validated or putative interactions (by STRING DB (Szklarczyk et al., 2015)) (Fig. 3B), suggesting promising avenues for additional studies.


[bookmark: _Hlk532374643]SPAGEGIs can explain why some cancer driver genes are implicated in some cancer types and not in others
Many of the known cancer driver genes affect tumor initiation and development in a tissue-specific manner, despite the cancer gene being expressed in other tissues as well. Next, we explored whether the SPAGEGIs can explain the tissue-specificity of cancer driver genes. Toward this, we identified 15 oncogenes and 20 tumor suppressors whose effects are likely to be restricted to specific cancer types, based on preferentially high mutation rates in those cancer types, including breast, bladder, and gastric cancer (Methods, Supplementary Table S3S5). For each cancer driver, we assigned a risk score to each patient by aggregating functionally active SPAGEGIs involving the driver gene defined using target-specific FDR (Methods); for oncogenes, only the bins with high oncogene activity and for tumor suppressors, only the bins with low tumor suppressor activity were considered (Methods). We hypothesized that for a cancer gene, the risk score will be greater in tissues where the cancer gene is implicated relative to other tissues. Indeed, for 15 out of 35 (~43%; 5 oncogenes and 10 tumor suppressors) driver genes, the observations are consistent with our hypothesis (Wilcoxon rank-sum test, FDR < 0.1, Supplementary Table S3S5).
For instance, HLF, a bZIP transcription factor, has been linked to lung and breast cancer based on its significantly greater missense mutation frequency in those cancer types (Gonzalez-Perez et al., 2013). We observed a significant difference (FDR < 1.07E-12) in SPAGEGI activation risk score for breast and lung cancer relative to the other tissues. Specifically, we found that positive SPAGEGIs are preferentially activated in these two tissues while negative SPAGEGIs are preferentially activated in the other tissues, consistent with the increased tumor fitness in these two foreground tissues (Fig. 3C,D). Overall, these results suggest that cancer type-specific effects of many driver genes may be explained by their tissue-specific SPAGEGI network activity.
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Figure 3 – (A-B) differential SPAGEGI activation between drug response groups. (A) For each drug (left row labels) and each cancer type (right row label) combination, and for each GISPAGE type (columns), the heat plot shows the significance of differential activation of GIsSPAGEs in responders and non-responders consistent with expectation. The last column shows the significance when all GISPAGE types are aggregated. (B) The network shows the inferred functional interactions (based on STRING (Szklarczyk et al., 2015)) among the genes interacting with Paclitaxel targets, as well as inferred GISPAGE types.  (C-D) Differential GISPAGE activation between tissues in gene-specific GISPAGE-network. For the HLF-specific GISPAGE network, the figure shows the activity states of GIsSPAGEs in breast and lung cancers (C - foreground tissues) and in other cancer types (D - background tissues). The edge weight (thickness) represents the fraction of samples in which the GISPAGE was functionally active. Several GIsSPAGEs can be seen as differentially active in the two sets of cancer types. The figure also depicts cell surface proteins among the HLF’s GISPAGE partners. The GISPAGE network-based sample-specific risk score is significantly higher (q-value < 1.07E-12) in breast and lung cancer relative to other cancer types, potentially mediated by a selective activation of positive GIsSPAGEs in the foreground tissues and negative GIsSPAGEs in the background tissues.	Comment by Magen, Assaf (NIH/NCI) [F]: Updated figure



Stratifying breast cancer tumors into distinct sub-types based on their GISPAGE profiles 
[bookmark: _Hlk2884364]Next, we investigated whether functionally active pan-cancer GIsSPAGEs in a tumor may provide an alternative methodology to tumor stratification into sub-types. We focus on breast cancer because it has a large number of samples in TCGA and because a second independent dataset, METABRIC, is publicly available. The proportion of breast cancer samples in TCGA is ~17%, indicating that any circularity in using all cancer samples to determine the SPAGEs rather than only the ~83% of samples of other types is limited. We represent each sample by the functional activity (a binary indicator) of each PIN-supported GISPAGE detected in TCGA, rather than generating BRCA-specific network, thus avoiding potential circularity of inference and prediction within samples sharing similar characteristics. Based on this 1704-dimensional binary vector representation of each tumor sample we clustered the 1981 breast cancer samples in the independent METABRIC dataset (Curtis et al., 2012) using a conventional Non-Negative Matrix Factorization (NMF) (Methods). Optimal clustering was achieved (maximum value of the Dunn index, Methods) for 10 clusters (Supplementary Fig. S7A). Upon closer inspection of the distributions of known breast cancer subtypes in these clusters (Supplementary Fig. S7B) we merged two of the clusters, thus yielding 9 clusters for further analyses. 
Kaplan-Meier curves (Fig. 4A) and statistical analysis show that the 9 clusters have distinct survival characteristics with an overall mean hazard ratio (HR) difference of 1.94 (P-value below the lowest reportable threshold and shown as 0). The distinct survival characteristics are consistent with analysis performed using the full 71,946 GISPAGE network (Supplementary Fig. S7C). Supplementary Fig. S8A shows the survival characteristics obtained for the previously published clustering of the METABRIC samples (Curtis et al., 2012). This analysis concerns the utility of the clusters and separate from the analysis of how well SPAGE pairs predict survival, which we reported above. As evident, both approaches obtain similar survival separation levels, but exhibit differences in their histopathological composition. Currently, breast cancer has 5 well-established clinically distinct subtypes based on the tumors’ histopathological attributes. Fig. 4B shows the fractions of each known subtypes among the 9 GISPAGE-based clusters. Several clusters are highly associated with specific subtypes such as Basal [triple-negative] (cluster 5), Luminal A (clusters 3,4) etc. Others show association with several subtypes, e.g., Luminal A and B both have high fractions in cluster 8. Interestingly, the basal subtype, which are largely triple-negative and have poor prognosis, correspond to a distinct cluster in our analysis (cluster 5), consistent with their distinct clinical status. In the original METABRIC publication (Curtis et al., 2012), 50% of the samples were left unassigned to any of their 10 clusters, while our GISPAGE-based clustering covers all samples. 
We find the GISPAGE- based approach to clustering is able to separate subsets of patients thatprovide improved in bulk have different survival characteristics  predictive valueeven though they have  over the same classical histopathological class  ones (Fig. 4C,D). More specifically, tThere are two situations in which the GISPAGE-based clustering leads to a different classification of patients for survival analysis: (1) cases where known histopathological breast cancer subtypes are split across multiple GISPAGE-based clusters (e.g. Luminal B across clusters 1, 2 and 8), and conversely (2), cases where one GISPAGE-based cluster harbors multiple known histopathological subtypes (e.g. cluster 2 contains Her-2 and Luminal B subtypes). In the former case, we find that the 1989 Luminal B tumors that are split across different GISPAGE-based clusters exhibit statistically significant (P < 7.14E-06) distinct survival trends (Fig. 4C), supporting the GISPAGE approach in separating the Luminal B tumors. Likewise, in the latter case, we find that the survival trends of Her-2 and Luminal B histopathological subtype samples that are assigned to the same GISPAGE-based cluster 8 do not show a significant difference (P < 0.203) in their survival trends (Fig. 4D), suggesting that the GISPAGE-based stratification may in some instances provide better survival prognosis relative to histopathology-based stratification. We systematically identified 6 additional instances of the above two scenarios where (1) a known tumor histopathological subtype was split across multiple GISPAGE-based clusters or (2) multiple known histopathological subtypes were assigned to the same GISPAGE-based cluster (and each cluster has at least 30 samples). In each instance of the first kind we tested for statistically significant differences in survival and in each instance of the second kind we tested for lack thereof. As shown in Supplementary Fig. S9, in 5 4 out of 6 instances we found that the GISPAGE-based clusters provided a more accurate survival prognosis. In contrast, we identified 4 cases of the second kind in the original METABRIC clusters (Curtis et al., 2012) and found that none of their survival trends were significantly different (Supplementary Fig. S10). Thus, these results provide proof of principledemonstrate that incorporating combined expression states information may provide an improved phenotypic characterization of tumors relative tothe GI approach performs better than clustering based  on histopathological subtypes or METABRIC clustering based on gene expression profiles alone, in terms of survival prognosis. 	Comment by Magen, Assaf (NIH/NCI) [F]: Maybe this is the confusing part in regards to survival prediction versus stratification.
	Comment by Schaffer, Alejandro (NIH/NLM/NCBI) [E]: I rewrote it.	Comment by Magen, Assaf (NIH/NCI) [F]: Not sure whether to focus on the molecular/phenotypic or survival aspect here	Comment by Schaffer, Alejandro (NIH/NLM/NCBI) [E]: Your rewrite looks fine to me.
To explore potential mutational basis of the GISPAGE-based clusters in another way, we assessed whether the samples in GISPAGE-based clusters harbor distinct mutations patterns. We identified 196 genes (Supplementary Table S4S6) with significantly greater mutation frequency in one or more of the clusters, relative to their overall mutation frequency in breast cancer (Methods). Fig. 4E shows the mutational frequency profiles of these genes across the 9 clusters. Overall, the differentially mutated genes across the GISPAGE- based clusters include 10 cancer drivers: CDK12, CDKN1B, DNAJB1, ERBB2, EXT2, FCGR2B, FNBP1, HOXC13, PDGFRB, and SEC24D. A more detailed discussion of the potential biological significance of some of these mutations is provided in the Supplementary Results. We note that no mutation data was used in the GIsSPAGEs inference via SPAGE-finderEnGIne. 
Finally, we quantified the fraction of each of the 12 types of functionally active GIsSPAGEs among the samples in each cluster (see Methods). Fig. 4F shows the active GISPAGE profiles of each cluster, and reveals two broad subgroups, one including clusters 4, 3, 8, and 1 and another including clusters 2, 5, 6, and 7. Interestingly, the two subgroups clearly segregate in terms of their survival, testifying that the classification into GISPAGE types captures a simplified yet robust characterization of the clinical prognosis. The first broad subgroup of tumors (clusters 4, 3, 8 and 1) are characterized by high fractions of type +2 and +6 GIsSPAGEs, both of which involve a medium expression and low expression bin. Therefore, this analysis demonstrates the relevance of considering medium expression states in molecular stratification. Supplementary Fig. S11 compares the GISPAGE -profiles of clusters revealed in the TCGA and the METABRIC breast cancer data and shows a high degree of consistency. A global comparison of the GISPAGE profiles of the 9 clusters in the two datasets shows a Spearman correlation of 0.67 (P-value < 2.4E-14) between the GISPAGE types composition of these clusters, implying that GISPAGE -profiles are a robust characteristic of breast cancer tumors across different tumor collections. Thus, the GISPAGE-based clustering demonstrates a proof of principle for improved stratification of breast cancer tumors into classes with distinct survival prognosis and mutational profiles.
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Figure 4 – (A) Mean survival curves of the individuals in the 9 inferred GISPAGE-based breast cancer subtypes. (B) Cluster subtype composition based on PAM50 breast cancer sub typing (Bernard et al., 2009). (C-D) Survival trends of tumors of known histopathological cancer subtypes within and across GISPAGE-based clusters. (C) Luminal B samples that are split across GISPAGE-based clusters 1, 2 and 8 show significant survival differences. (D) Her2 and Luminal-B type tumors that are included within the GISPAGE-based cluster 2 exhibit similar survival trends, as expected. (E) Mutational profile of GISPAGE-based breast cancer subtypes. Mutation profiles of 196 genes (rows) across the 9 GISPAGE-based clusters (columns). For each gene and each cluster, the figure depicts the fraction of samples in the cluster in which the gene is mutated. (F) GISPAGE types composition of the GISPAGE-based breast cancer subtypes in the METABRIC dataset. In clustering the samples based on GISPAGE profile, each GISPAGE is probabilistically assigned to a single cluster, based on which, the composition of GIsSPAGEs assigned to each cluster is obtained. The x-axes represent the 12 GISPAGE types (6 activity bins and 2 directional effects on survival), and the y-axes represent the clusters. The colors represent the fraction of cluster-assigned GIsSPAGEs of each GISPAGE type.  	Comment by Magen, Assaf (NIH/NCI) [F]: Revised figure

Discussion
Analyzing molecular and clinical data across thousands of tumors of dozens of types, here, for the first time, we comprehensively map the landscape of 12 basic GISPAGE types in cancer. Our work extends previous investigations of gene interactions in cancer, which have been almost entirely focused on synthetic lethality (SLs, corresponding to positive effect on survival in bin 1), with a few studies of synthetic dosage lethality (SDL: corresponding to bins 3 and 7), to a total of 12 types of interactions. The identified GIsSPAGEs are predictive of patient survival and drug response, explain tissue-specificity of cancer driver genes, and reveal novel functionally and clinically relevant breast cancer subtypes. The set of functionally active GIsSPAGEs thus provides a complementary molecular characterization of tumors to those obtained by histology and contemporary individual gene-centric transcriptomic and sequence-based profiles. A better agreement concordance of the GISPAGE-based breast cancer subtypes with survival trends may be partly because GIsSPAGEs were inferred based on their impact on survival. However, interestingly, the detected subtypes are additionally marked by distinct mutational profiles, which were not utilized in inferring the GIsSPAGEs. An alternative approach would be to use mutation data and other genomics data to do multidimensional molecular subtyping. Overall, these results underscore the importance of molecular context represented by functionally active GIsSPAGEs.
Multiple factors are worth considering when deciding on the strategy to bin tumors into bins based on gene activity levels. For instance, a previous study of synthetic lethality in glioblastoma (Szczurek et al., 2013) defined the high (low) state as mRNA expression higher than the 80th quantile (lower than the 20th quantile, respectively). However, the continuous nature of expression data allowed us to We chose to partition gene activity into three3 tercquantiles of low, medium, and high activity levels within cancer samples. This binning strategy allows to expand the scope of the analysis and identify dosage-sensitive associations with fitness effects, depending on the states of other genes (e.g, bins 4 and 7).  While cases in which a gene has bimodal expression may suggest that the use of a medium bin for those genes may not be biologically meaningful, the advantages of a simple, non-parametric and uniform binning construction across all genes aid robust statistical inference as described in the present study. Furthermore, We we have shown the robustness of the detected GIsSPAGEs (Supplementary note 1) which could be further optimized by parameter adjustment in future studies of specific genes of interest.. Besides its simplicity and being non-parametric, our strategy naturally allows us to search for cases where even the normal (or medium) levels of expression of a gene may be associated with fitness effects, depending on the states of other genes (e.g, bins 4 and 7).
Identifying pairwise gene interaction is only a first step toward capturing the true complexity of cellular networks. Future work can go beyond the 12 basic GISPAGE types studied here to investigate more complex GISPAGE types that involve different compositions of these basic types; for instance, a given interacting gene pair can confer tumor fitness benefit in multiple co-activity bins and reduce tumor fitness in others.  Thus, while the results presented here go markedly beyond previous definitions and analyses of GIsSPAGEs, they only begin to explore the full scope and clinical potential of gene-pair-based GI-based analyses of cancer, awaiting future investigations..



Methods	

Cancer datasets 
We downloaded The Cancer Genome Atlas (TCGA) (Chang et al., 2013) molecular profiles and clinical covariates via the Broad Firehose (https://gdac.broadinstitute.orghttps://gdac.broadinstitute.org/, downloaded on Jan 28, 2016). This covers RSEM-normalized RNAseq data, mutation, and clinical information such as age, sexsex, race, tumor types, and overall survival of the 8,749 patients (data quality testing is described in Supplementary note 3). Drug response information was downloaded from TCGA data portal available in the form of RECIST criteria (Eisenhauer et al., 2009) and mapped using DrugBank (Law et al., 2014) database V4.0. For the drug response analysis, to consider only gene inactivation mechanism, we excluded those drugs whose DrugBank mechanism of action label is either potentiator, inducer, positive allosteric modulator, intercalation, stimulator, positive modulator, activator, partial agonist, or agonist.

We performed gene expression binning specifically for each combination of cancer type, race and sexgender. Furthermore, we control for various clinical and demographic group specific effects. Because using small groups of samples may result in insufficiently robust models, we filtered rare combinations of clinical and demographic groups, resulting in 5,157288 mRNA samples derived from patients spanning 18 cancer types, 3 races and 2 sexegenders. The data were not stratified by stage and grade for three reasons: 1) the grade is missing for most cancer types 2) the stage/grade system varies across tumor types 3) further stratification would result in further loss of data due to small group sizes. We applied quantile normalization within each sample of the expression data. The METABRIC breast cancer dataset (Curtis et al., 2012) (as described in reference (Jerby-Arnon et al., 2014)) consists of 1,989 microarray samples and was used for independent validation. Similarly, quantile normalization was applied in each sample.

Protein interaction Network (PIN)
The PIN was obtained from a previously published resource called HIPPIE (version 2.0, http://cbdm-01.zdv.uni-mainz.de/~mschaefer/hippie/), which aggregates physical protein interaction data from 10 source databases and 11 studies (Schaefer et al., 2012). This network consists of 15,673 human proteins and 203,159 interacting pairs.

Identification of SPAGEsgene interactions (GI) associated with cancer patient survival
As shown in Fig. 1, we divided the range of each gene’s expression across tumor samples into 3 equal-sized bins that correspond to the 3 activity states: low, medium and high expression. Given a gene pair, each tumor sample is thus mapped into one of the 9 joint activity states of the two genes. The choice of dividing a gene’s activity into three classes, while somewhat arbitrary, was made in consideration of interpretability of functional states and robustness of inference. However, to account for differences in expression distributions across clinical and demographic confounders, we apply a subpopulation specific binning approach. We considered the following categorical confounders: cancer type, race, and sex, as provided in TCGAgender. We considered the combination of confounder states for which there were at least 100 tumor samples (Supplementary Table S5S7). Our binning is thus not confounded by various clinical and demographic variables.
The SPAGE-finderGI pipeline consists of three steps that successively refine the predictions to arrive at high-confidence set of predicted GIsSPAGEs. As such, the number of all pair-wise combinations of genes is excessively large to apply a comprehensive Cox regression model. For the principal analysis shown in the manuscript, specific parameter thresholds were chosen to make the subsequent analysis tractable, but users of SPAGE-finderthe GI pipeline may choose other thresholds. To inform such decisions, we did a robustness analysis of the parameter settings with a smaller input set of gene pairs (Supplementary note 1).
Step 1: Log-Rank. In the first step, for each of the ~163 million gene pairs, say (x,y), we compute the Log-rank statistics (Harrington and Fleming, 1982) estimating the survival difference between the samples that map to one of the 9 activity bins and the other 8 bins. We implemented the log-rank test in C++ for computational speed. To control for gene-wise effect, we compare the Log-rank statistics of the gene pair (x,y) (in a bin) with those for (x,U) and separately with those for (V,y), where U and V represent all other genes. For a candidate gene pair (x,y), we consider Log-rank(X,Y) to be significant if it is among the top 0.1% relative to all (x,U) and top 0.1% among all (V,y) gene pairs. This threshold of 0.1% (1/1000) can be controlled by the user. We retain a gene pair if it is deemed significant in any of the 9 bins. This procedure retained 223,946 gene pairs of the total of ~163M.
Step 2: Molecular enrichment and depletion. For a gene interaction having positive (respectively, negative) effect on survival, we expect the tumor having that interaction to be under negative (respectively, positive) selection, and therefore we expect the fraction of such tumors (i.e., those mapped to the corresponding activity bin relative to the interacting gene pair to be depleted (respectively, enriched). We only retained the potentially interacting gene pairs for which the fraction of samples in a particular bin, suggested by the log-rank test, were lower (bottom 45 percent) or respectively, greater (top 45 percent among all gene pairs) than expectation, reducing the number of GIsSPAGEs to 271,096 across 179,444 gene pairs. Recall that a gene pair can participate in multiple GIsSPAGEs corresponding to multiple bins and effect on survival. The threshold of 45% can be controlled by the user. Our choice of threshold ascertained that molecular enrichment/depletion is consistent with log-rank test without being overly punitive.
 Step 3: Cox proportional hazard test. The Cox proportional hazards model is the most widely accepted approach for modeling survival while accounting for censored data as well as confounding factors. For each gene pair passing the filter at step 2, we modeled its effect on survival in each of the 9 bins using the interaction status  (active if the sample mapped to the bin and inactive otherwise), along with the confounders. Specifically, we introduced the expression levels of the two individual genes  to model each gene’s independent effect on survival, and additionally, clinical and demographic confounders, namely, cancer type, race, sexgender, and age, as provided in TCGA. Conceptually, λ annotates an interaction term similar to: in which the coefficient  can be different for each pair of activation states for the genes x and y.
The model is stratified based on the discrete confounders, to account for differences in the baseline hazard (risk) characteristics. We did not control for tumor stage and grade as these classifications reflect the very same tumor characteristics our model aims to capture, and such control would prevent us from learning an important element of the disease. Control for genomic-stability and tumor purity as a potential confounder is described in Supplementary note 4.

Cox modeling provides a p-value representing the significance of the effect of joint gene pair activity on survival. To obtain a null distribution for the P-values, we repeated this process for corresponding list of randomly shuffled pairs (only among the pairs qualifying step 2 above). We retained ~71K gene pairs in the above the most significant 99th quantile of the null p-values distribution as an empirical FDR control.
To obtain a null distribution for the P-values, we performed the following random shuffling. Among all the pairs passing the molecular enrichment and depletion filter (step 2), we permuted the second genes (y) that get pair with the first genes (x) and computed the P-values. Among the real pairs we retained only the ~71K gene pairs whose observed P-value is lower than the 1st percentile (bottom 1%) of P-values among the permuted, random gene pairs.
Optional Step 4: Filtering by protein interactions. To gain additional confidence in the predicted GIsSPAGEs, given the greater tendency (and expectation) for neighbors in the Protein Interaction Network (PIN) to exhibit functional interactions (see Results), we further refined the GISPAGE set by retaining the pairs that are found within distance of 2 in the HIPPIE PIN. Overall, we obtain a set of 1704 GIsSPAGEs that exhibit molecular and clinical evidence in cancer as well as evidence from the PIN network.
The pipeline is implemented in R and C++ in a distributed computing environment using SLURM (Yoo et al., 2003) to run many jobs in parallel on a computer cluster.

Survival Risk Score Computation
We applied a semi-supervised approach to assign a risk score to each patient according to the functionally active GIsSPAGEs in the sample. Consider a GISPAGE involving genes x and y conferring a positive effect on the tumor fitness in a particular bin B (Fig. 1). If in a sample, genes x and y fall in bin B, then the GISPAGE is said to be ‘functionally active’ in the sample, and a score of +1 is contributed to the overall tumor ‘fitness’. Likewise, if the GISPAGE has negative effect on the tumor fitness, then a score of -1 is contributed. The overall risk score given a set of GIsSPAGEs is the sum of the individual GISPAGE +1 or -1 scores.
Patient Survival Risk Prediction
For each sample, we computed the overall score conferred by functionally active GIsSPAGEs (either in a bin-specific and effect direction-specific fashion, or overall) in the sample. The higher the tumor ‘fitness’ score the lower the survival potential. However, to make our approach comparable to gene-wise approaches (Yuan et al., 2014), we assigned each gene the sum of the contributions by all active GIsSPAGEs involving that gene, with multiplicity for gene pairs involved in multiple GIsSPAGEs. The estimated gene-wise GISPAGE score is used as a predictor variable in a Cox model along with the confounding factors discussed above to predict patient’s survival.
 	For cross validation, this model was trained on the same data used for the GIsSPAGEs training and then validated on its cross-validation counterpart. For independent validation, the model was trained on the full TCGA dataset, and tested on the independent METABRIC breast cancer data with 1989 samples (Curtis et al., 2012). The prediction accuracy is estimated in terms of the C-index (Harrell et al., 2005). Several previous publications have assessed survival risk prediction accuracy based on dichotomized analysis where samples are separated into distinct low- and high-survival groups and their survival curves then compared (Harrington and Fleming, 1982), which is prone to overestimating prediction accuracy. For comparison, we also performed accuracy estimation following the dichotomized comparison of survival risks between the extreme cases of predicted survival risk groups, for variable thresholds to define the extreme (such as top versus bottom 10% or top versus bottom 20% and so on, Supplementary Fig. S5).
To compare the GISPAGE-based survival prediction with the individual gene approach, we implemented an analogous scheme for individual genes where the gene expression values were discretized into 3 expression levels (low, medium and high), and the discretized representation was used as a predictor variable in a controlled Cox regression model to obtain the significance (p-value) of each gene with respect to survival prediction. The most significant predictors (top 5%) were chosen and precisely used as described for the GIsSPAGEs survival prediction procedure. An analogous procedure was used to estimate the prediction accuracy based on both individual gene effects and GIsSPAGEs.
Identifying gene target(s)-specific GIsSPAGEs 
To investigate the GIsSPAGEs involving specific genes of interest (e.g., one or more target genes inhibited by a drug), we used a modified gene set-specific FDR approach. For a set of one or more genes X, we compare the GISPAGE significance (Cox regression p-value) of GIsSPAGEs involving any gene in X across the quadruples derived from step 2 (Molecular enrichment/depletion). We defined significant GISPAGE interactions as those where the GI significance is more extreme than (lower p-value, higher quantile) the 90th quantile of shuffled GIsSPAGEs involving any member of X.
Characterization of differential GISPAGE activation between drug-response groups 
We retrieved the drug response data as explained in the first subsection of Methods; some patients have response information, and some do not. We inferred the GIsSPAGEs involving each drug’s known target gene based on the TCGA samples that do not have that drug’s response information to avoid circularity and filtered based on FDR restricted to the target-specific GIsSPAGEs (using target-specific FDR above). For each of the drug-specific GIsSPAGEs, we compared its activation frequency (whether the GISPAGE was functionally active or inactive) among the responders (stable disease, partial response and complete response categories) and non-responders group (clinical progressive disease categories), using one-sided Fisher's exact test (Fisher, 1922), where the alternative hypothesis was that negative (respectively, positive) GIsSPAGEs are more frequently active among responders (respectively, non-responders). However, given the extremely small and imbalanced sample sizes, and the conservative nature of Fisher’s exact test (Berkson, 1978), we tested whether the overall distribution of the obtained odds-ratios are lower than those obtained using randomly shuffled drug-response labels, using one-sided Wilcoxon tests (Wilcoxon, 1945). We thus obtained a p-value for each drug-cancer type pair, segregated by GISPAGE type. 
Then, for each gene pair in the inferred GIsSPAGEs list and, as a control, in a shuffled list of size 10x as the original GIsSPAGEs list size, we computed the distance between the genes in the PPI network (Schaefer et al., 2012). We then used one-sided Wilcoxon tests (Wilcoxon, 1945) to assess whether GISPAGE gene pairs are closer to each other than random expectation. Alternatively, we also compare the number of directly GISPAGE gene pairs having direct interaction using one-sided Fisher's exact test (Fisher, 1922). 

Characterization of tissue-specific effect of cancer driver genes
A study (Rubio-Perez et al., 2015) of genes’ somatic mutation profile across cancer types has identified and characterized the tissue specificity of 459 candidate drivers. For each such candidate, we matched the driver role annotation (oncogene or tumor-suppressor) obtained from the Cosmic Census (Futreal et al., 2004) cancer genes dataset, to obtain a set of 33 tumor suppressors and 25 oncogenes matching the tissue/tumor type annotations. For each of these 58 genes, we calculated the significant SPAGEGI interactions involving this gene (target-specific FDR). We further excluded genes with 5 or fewer interactions or with 300 or fewer samples where they are expressed, reducing the set of genes of interest to 20 tumor suppressors and 15 oncogenes spanning 10 cancer types (Supplementary Table S3S5). For a gene, a sample-specific risk score was calculated based on the functionally active GISPAGE partners of the gene (as above for the drug response analysis above), but only considering high activity bin for oncogenes and low-activity bins for tumor suppressors.  For each gene, the cancer types are partitioned into affected types (cancer types affected by the driver) and the other unaffected cancer types. Using a one-sided Wilcoxon rank-sum test, we tested for higher risk score in the samples in the affected cancer type in comparison to those in unaffected types. After correcting for multiple hypotheses testing, 15 out of the 35 (~43%) driver genes were found to have significant tissue-specific GISPAGE-based risk score (FDR q-value < 0.1, Supplementary Table S3S5).

Breast cancer tumor stratification
We represent a tumor sample as a vector indicating the functional activity status of each predicted GISPAGE. This provides a survival-cognizant alternative to the widely-used gene expression profile representation of a sample. We used this representation to partition the METABRIC (as well as independently for TCGA) breast cancer patients into clusters using Non-Negative Matrix Factorization (NMF using the brunet algorithm and assigning each sample to the cluster with the highest weight) (Lee and Seung, 2000; Paatero and Tapper, 1994), which has suitable statistical properties and has been shown to be effective in a variety of contexts (Lee and Seung, 1999). Since NMF requires a predetermined number of clusters, we performed the analysis for 2-15 clusters, and assessed their fitness using Dunn’s index (Dunn, 1974), which quantifies compactness within and separation across clusters. The hazard-ratio significance values were computed for each pair of clusters, while the p-values were generated using multi-class log-rank test. For comparison purposes, to match our estimated clusters’ sizes to previously published METABRIC cluster sizes (~900 samples), we constrained the number of samples in each cluster to the 1000 samples that were found to be most highly associated with the cluster. Each cluster’s GISPAGE profiles were constructed as follows. Our clustering approach – NMF, assigned each GISPAGE to a single cluster. For each cluster, and for each of the 12 GISPAGE-types (6 bins in Fig. 1 and the two directional effects on survival), we obtain the frequency of GIsSPAGEs of that type, relative to all GISPAGE assigned to the clusters. 
Mutation frequency analysis was performed on the TCGA clusters. We defined the gene-wise mutation frequency as the fraction of samples in the cluster in which the gene has a mutation predicted to be deleterious as explained in the next paragraph. Then, we tested whether the mutation frequency distribution of each gene differs significantly across clusters using Chi-square tests. The genes with significant Chi-square statistic (FDR q-value < 0.1) were then used to illustrate the mutational profiles of the clusters. 
Each mutation’s predicted effect on the protein function was obtained from the cBioPortal repository (Cerami et al., 2012; Gao et al., 2013). Out of the 196 differentially mutated genes, 138 genes had matching extended mutation information indicating their SIFT (Ng and Henikoff, 2003) (sorts intolerant from tolerant amino acid substitutions) and PolyPhen (Adzhubei et al., 2010) (polymorphism phenotyping) predictions. We calculated a gene-wise fraction of mutations predicted to have a significant effect on the protein, separately for SIFT and PolyPhen. 	Comment by Assaf Magen: The PMID provided here didn't match any paper. I cited the original publication.
The breast cancer subtypes were derived using the widely accepted PAM50 algorithm (Bernard et al., 2009). The METABRIC PAM50 subtypes were annotated in the original publication (Curtis et al., 2012), while the TCGA breast cancer subtypes were calculated using the original published class centroids (Bernard et al., 2009).
Software and data availability
The SPAGE-finderEnGIne software is available on GitHub [https://github.com/asmagen/SPAGEfinderEncyclopediaGeneticInteractions].
The 72k SPAGEGI network is accessible online via a web portal [https://amagen.shinyapps.io/cancerappspage/].	Comment by Schaffer, Alejandro (NIH/NLM/NCBI) [E]: Seems like it might satisfy the reviewers more to make it available as Table S8 also (and Assaf prepared the Table already). This would necessitate incrementing Tables S8 through S10, which are cited only in the Supplementary document, to S9 through S11.
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